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Last four lectures

(Supervised) Scale Measurement

▶ Measures that summarise the degree to which the target concept is
present/absent in the units of interest

▶ (Mainly)1 interval-level scales where the relative ordering and distance
between units of interest are meaningful

▶ We discussed various techniques that can be used to create such a scale
by using previous knowledge (e.g. theory, expertise, training data)

� Using (purely) theoretical reasoning (week 3)
� Using theoretical reasoning to specify linear combinations of indicators
(last week)

� Using comparison data and (a form of) regression (week 4)
� Using training data and (mainly) linear regression (week 5)

1Sometimes ratio-scales
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This lecture is about…

(Supervised) Class Measurement

▶ Measures that denote whether the target concept is present/absent in
the units of interest

▶ (Mainly)2 nominal scales where the units of interest are assigned to
different classes

▶ In this lecture we will discuss the techniques that can be used to create
such a scale (e.g. theory, expertise, training data)

� Using theoretical reasoning to create coding rules
� Using training data and (logistic) regression

2Sometimes ordinal scales
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This Lecture

Classifying stuff

...Using coding rules

...Using training data

Measurement error in nominal scales

Point vs probabilistic classifications
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Classifying stuff
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A consensus definition of “The Midwest” based on 100 classifications by different
organisations.

Week 7: Supervised Class Measurement Classifying stuff 10 / 44

http://www.radicalcartography.net/index.html?midwest
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Classification

▶ Measuring classes (categorical variables) rather than scales (continuous
variables) is a choice of the analyst

▶ Some concepts can plausibly be measured either way:

� Continuous scale for democracy: to what extent are countries democratic?
� Categorical classification for democracy: is this country a democracy or
not?

▶ Classification requires making sharp choices at the margins

� Sometimes this is what you want to do, sometimes it is not.
� Most of the time, where exactly the cut-off point is feels somewhat
arbirtrary
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Making sharp choices has consequences

▶ In 2023, the US Census Bureau proposed to change how to measure
whether a respondent is classified as disabled

� This sparked a lot of (political) debate… and was eventually scrapped

▶ Old version: “[…] six yes-or-no questions—related to difficulty with hearing,
vision, and other functions—to determine disability status. A respondent who
answers “yes” to any of those questions is counted as disabled.

▶ Proposed change: “six questions that cover the same topics as the ACS
questions. Instead of answering ”yes” or ”no,” however, respondents rate their
level of difficulty on each function by choosing one of four options ranging from
”no difficulty” to ”cannot do at all.”

� Cut-off at “a lot of difficulty”

▶ Have a think: what are the trade-off between these two different ways of
classifying individuals as disabled?
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...Using coding rules



Same old, same new3

▶ The intuition here is the same than what we had last week

▶ The measures are constructed by

1. Conceptualisation
2. Measurement
3. Aggregation

▶ … only that the target concept is nominal (or ordinal) and therefore the
aggregation should reflect that at some stage, either

� at the very end, by recoding a scale measurement, or
� during, by recoding indicators and how they aggregate

3New, because we talked about it just last week
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Making categorical measures out of scales

Polity IV

▶ Some categorical measures are simply the result of recoding a
continuous measures

▶ How useful do you think this is here? What are the advantages and
disadvantages?
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Making categorical measures out of scales

GHS Index

▶ How meaningful are the categories here?
▶ Unless you have a good argument that the thresholds are meaningful,
these are just throwing information away!
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Making categorical measures by recoding indicators

▶ Some categorical variables can be derived from existing categorical
indicators using a set of coding rules

▶ This implies that the mapping of indicators to the variable of interest is
specified by the analyst, for instance whether

� All indicators are necessary4

� Only one indicator is sufficient5

� Or something in between, where only some of the criteria must be fulfilled

▶ This is analogous to index construction, but for a categorical measure
rather than an interval level measure

4Implies a multiplicative aggregation
5Like in the example on slide 12.
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Example: binary coding scheme for democracy

▶ Binary classification of regimes into democracies and non-democracies
by Alvarez et al (1996)

▶ Four rules for classifying which countries were non-democracies in which
years.

� Rule 1. “Executive Selection.” The Chief Executive is not elected.
� Rule 2. “Legislative Selection.” The Legislature is not elected
� Rule 3: “Party.” There is no more than one party.
� Rule 4: A complicated rule about observed transitions of power through
elections.

▶ Any one of these rules applying to a country-year is sufficient to classify
that country-year non-democratic.

� The aggregation rule is multiplicative (all of the above are required) rather
than additive.
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Content analysis

▶ Content analysis6 can be classified7 as an example of categorical
measurement

� Texts, audio, video, etc are classified or coded as containing (or failing to
contain) certain “content”

� The assessment is qualitative (by a human, reading)
� Texts are classified either as a whole or, more typically, in short
subsections.

� Analysis of patterns of these codes or classifications can proceed
quantitatively or qualitatively.

▶ Calling something “content analysis” usually implies additional things
about what these codes are and how they are organised (outside our
scope here)

6A prominent method used for analysis of documents.
7Pun intended.
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Deduction vs Induction

Deductive Reasoning

Theory ⟶ Predictions ⟶ Conclusion about observations

▶ Content analysis sometimes proceeds deductively

� A set of categories are determined for the purposes of a research
question, and then documents are coded following the theoretically
determined coding rules

Inductive Reasoning

Observations ⟶ Generalisation ⟶ Theory

▶ Content analysis sometimes proceeds inductively

� A set of categories is developed to describe relevant variation as the
documents are assessed
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Example: Comparative Manifesto Project

▶ One prominent political science content analysis project is the
Comparative Manifesto Project

▶ Each sentence of each party manifesto is coded into a very large number
of categories based on a detailed set of coding rules

▶ Lots of challenges associated with doing this!

“The Manifesto Project developed a category system whereby each quasi-
sentence of every manifesto is coded into one, and only one, of 56 standard
categories. The 56 categories are grouped into seven major policy areas
and are designed to be comparable between parties, countries, elections,
and across time.”
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Example: Coding a sentence
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Classifying stuff using coding rules

▶ It is difficult to say much about coding rules in general

� They are meant to encode substantive expertise that is domain specific

▶ Stronger supervision (=more expertise!) is usually better

� Where it is possible to carefully directly link the categorical quantity that
you want to measure to already observed indicators, that is a good thing
and you should do it!

� Failing this, if you can carefully specify how a human coding of cases
should proceed and how a scale should be split into categories, you
should do this.

▶ Except when it isn’t

� If you want to summarise variation rather than measure a specific
quantity of interest, inductive human coding may be appropriate.
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...Using training data



Making categorical measures with training data

▶ We previously considered running regression models predicting “gold
standard” measures using a set of indicators.

▶ We could then use those same indicators, measured for a larger set of
units, to construct measures (i.e. fitted values) using the estimated
regression equations

▶ We can apply the same logic but using a limited dependent variable
regression model.

� Classification into two categories → use binary logistic regression
� Classification into more than two ordered categories → use ordinal
logistic regression

� Classification into more than two unordered categories → use
multinomial logistic regression.
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Same challenges as with interval-level scales

▶ When we were considering the measurement of interval-level quantities,
we worried about

1. the availability of a training set with any pre-existing measures and
relevant indicator data

2. the quality of those pre-existing measures and of the indicators in the
training set

3. the relevance of those pre-existing measures and their relationship to the
indicators to the target population

▶ All of these are still key issues in the categorical case
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Logistic regression, again

▶ There are many methods we could use to train a classifier

� Again, the machine learning literature is full of possibilities

▶ Logistic regression solves the problem pretty well, most of the time

� Regularization may be helpful, if you have many candidate indicators

▶ All these methods are tools for estimating the relationship between the
indicator values you can observe and the classes/categories that you
want to measure
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Training with logistic regression

▶ Training data 𝑚 ∈ 0, 1 from some pre-existing measurement procedure
for the concept of interest 𝜇 ∈ 0, 1.

▶ One or more indicators 𝐼 (𝐼1 , 𝐼2 , etc) that we want to use to measure the
concept of interest.

▶ Remember, logistic regression can be expressed as the log-odds ratio of
the probability that a variable (here: our measure 𝑚) is one 𝑝(𝑚𝑖 = 1)

log
𝑝(𝑚𝑖 = 1)
𝑝(𝑚𝑖 = 0)

= 𝛼 + 𝛽1𝐼1𝑖 + 𝛽2𝐼2𝑖 + ⋯
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Point classifications and probabilistic classifications

The predicted probabilities of a logistic regression are given by the formula:

̂𝑝(𝑚𝑖 = 1) = 𝑒𝛼+𝛽1𝐼1𝑖+𝛽2𝐼2𝑖+⋯

1 + 𝑒𝛼+𝛽1𝐼1𝑖+𝛽2𝐼2𝑖+⋯

What is our measurement? It could be either:

1. The predicted probability ̂𝑝(𝑚𝑖 = 1)

2. A point prediction for 𝑚𝑖 , where 𝑚𝑖 = 0 if ̂𝑝(𝑚𝑖 = 1) < 0.5 and
𝑚𝑖 = 1 if ̂𝑝(𝑚𝑖 = 1) ≥ 0.5.
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Point classifications or probabilistic classifications?

▶ The point classification 𝑚𝑖 ∈ 0, 1 is binary, like the target concept

▶ The probabilistic classification ̂𝑝(𝑚𝑖 = 1) ∈ [0, 1] incorporates
uncertainty about the true classification of the unit

▶ To think about which of these is actually what we want, let’s take a brief
detour to think about measurement error in binary variables…

Week 7: Supervised Class Measurement ...Using training data 28 / 44



Measurement error in nominal scales



Measurement errors in categorical variables

▶ The structure of errors is limited for a categorical variables

▶ With binary quantities 𝜇 ∈ 0, 1…
� …for either true value of 𝜇 there is one correct value of 𝑚 and one
incorrect value of 𝑚.

� …if 𝜇𝑖 = 0, then 𝑚𝑖 = 1 is a false positive
� …if 𝜇𝑖 = 1, then 𝑚𝑖 = 0 is a false negative.

▶ Bias and variance are not good ways of describing the ways in which
binary variables can be wrong
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Still not simple

▶ There are a very large number of ways to describe errors in binary
variables.

▶ The rate of errors when 𝜇 = 0 can be very different than the rate of
errors when 𝜇 = 1, because one of these may be far more common
than the other.

▶ One of these errors may be far more important than the other depending
on the substantive context as well.
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Key terminology

𝑚 = 0 𝑚 = 1

𝜇 = 0 true negative false positive
𝜇 = 1 false negative true positive

The above 2x2 matrix of possibilities is often called the confusion matrix.

Week 7: Supervised Class Measurement Measurement error in nominal scales 31 / 44

https://en.wikipedia.org/wiki/Confusion_matrix


Accuracy & Total Error Rate

Accuracy (Binary Variables)

= the proportion of cases in which 𝑚 = 𝜇

𝑝(true positive) + 𝑝(true negative)
𝑝(true positive) + 𝑝(true negative) + 𝑝(false positive) + 𝑝(false negative)

Total Error Rate

= the proportion of cases in which 𝑚 ≠ 𝜇

𝑝(false positive) + 𝑝(false negative)
𝑝(true positive) + 𝑝(true negative) + 𝑝(false positive) + 𝑝(false negative)

▶ The best possible values for each of these are

…

1 for the former and 0 for
the latter
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Sensitivity & Specificity

Sensitivity (Se)

= the true positive rate

𝑝(𝑚 = 1|𝜇 = 1) = 𝑝(true positive)
𝑝(true positive) + 𝑝(false negative)

▶ i.e. the proportion of the cases where 𝜇 = 1 for which 𝑚 = 1
▶ i.e. the rate at which the model/measure correctly ‘catches’ a true value of 1

Specificity (Sp)

= the true negative rate

𝑝(𝑚 = 0|𝜇 = 0) = 𝑝(true negative)
𝑝(true negative) + 𝑝(false positive)

▶ i.e. the proportion of the cases where 𝜇 = 0 for which 𝑚 = 0
▶ i.e. the rate at which the model/measure correctly ‘catches’ a true value of 0
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Sensitivity & Specificity

▶ The best possible value for both of these is 1

▶ You can always achieve this for either sensitivity or specificity at the
expense of the other

� Setting 𝑚 = 1 for all units (achieving perfect sensitivity)
� Setting 𝑚 = 0 for all units (achieving perfect specificity)

▶ Sensitivity and specificity condition on the true value 𝜇
� What is the proportion of correctly measured values 𝑚 among units with
a given true value 𝜇?
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Positive & Negative predictive value

▶ If we condition on 𝑚 instead of 𝜇, we get…

Positive Predictive Value (PPV)

𝑝(𝜇 = 1|𝑚 = 1) = 𝑝(true positive)
𝑝(true positive) + 𝑝(false positive)

▶ i.e. the proportion of the cases where 𝑚 = 1 for which 𝜇 = 1
▶ i.e. the rate at which a predicted value of 1 by the the model/measure is truly a 1

Negative Predictive Value (NPV)

𝑝(𝜇 = 0|𝑚 = 0) = 𝑝(true negative)
𝑝(true negative) + 𝑝(false negative)

▶ i.e. the proportion of the cases where 𝑚 = 0 for which 𝜇 = 0
▶ i.e. the rate at which a predicted value of 0 by the the model/measure is truly a 0
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Point vs probabilistic classifications



Point vs probabilistic classification

▶ Recall, if we train a model, our measurement could either be:

1. The predicted probability ̂𝑝(𝑚𝑖 = 1)
2. A point prediction for 𝑚𝑖 , where 𝑚𝑖 = 0 if ̂𝑝(𝑚𝑖 = 1) < 0.5 and

𝑚𝑖 = 1 if ̂𝑝(𝑚𝑖 = 1) ≥ 0.5.8

▶ It seems like 2 is the right choice given that we are imagining the
quantity of interest as binary, however…

▶ If you use point classifications, the bias in your mismeasured binary
variable is almost guaranteed to be correlated with any other variable
that the true values of that binary quantity were correlated with.

▶ This in turn almost guarantees biases in any analysis that you might use
these measures for

8Or any other threshold value, although 0.5 often makes the most sense.
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Example: COVID diagnostic tests

Hypothetical example: you are assessing some possible long-run consequence
of a person contracting COVID-19

▶ You are interested in whether some outcome 𝑌 is different among those
who caught COVID (𝜇 = 1) and those who did not catch COVID (𝜇 = 0).

▶ You have something like an antibody test 𝑚 ∈ 0, 1 which is an
imperfect measure of whether 𝜇 = 0 or 𝜇 = 1. It has:

� A specificity of 100% (𝑆𝑝 = 1), i.e. correctly identifies all those who didn’t
have COVID.

� A sensitivity of 90% (𝑆𝑒 = 0.9), i.e. correctly identifies 90% of those who
did have COVID.
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Example: COVID diagnostic tests

▶ The true difference in means between those who had COVID-19 and those
who did not is:

Δ = 𝐸 [𝑌 |𝜇 = 1] − 𝐸 [𝑌 |𝜇 = 0]

▶ However, we only know the test result 𝑚, not the reality 𝜇, for each
observed individual.

▶ Let’s assume that the expected value of 𝑌 depends only on 𝜇, not 𝑚:

𝐸 [𝑌 |𝜇, 𝑚] = 𝐸 [𝑌 |𝜇]

� This means that the expected value of 𝑌 does not depend on the
measurement error

� This may or may not be reasonable for a given outcome, but is a best case.
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Consequences of ignoring the problem

All of those with 𝑚 = 1 also have 𝜇 = 1
▶ Because specificity of 100% (𝑆𝑝 = 𝑝(𝑚 = 0|𝜇 = 0) = 1), there are
no false positives

▶ Since we assumed 𝐸 [𝑌 |𝜇, 𝑚] = 𝐸 [𝑌 |𝜇]…

▶ …the mean of 𝑌 among those who test positive is an unbiased estimate
for everyone who had COVID-19:

𝐸 [𝑌 |𝑚 = 1] = 𝐸 [𝑌 |𝜇 = 1]
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Consequences of ignoring the problem

However, not all of those with 𝑚 = 0 also have 𝜇 = 0
▶ Where the true proportion of those with COVID-19 is 𝜋 = 𝑝(𝜇 = 1)…

▶ …the proportion of those with negative tests who actually had COVID
(𝑝(𝜇 = 1|𝑚 = 0)9) is (1−𝑆𝑒)⋅𝜋

(1−𝑆𝑒)⋅𝜋+(1−𝜋)

▶ …and therefore

𝐸 [𝑌 |𝑚 = 0] = (1 − 𝑆𝑒) ⋅ 𝜋 ⋅ 𝐸 [𝑌 |𝜇 = 1] + (1 − 𝜋) ⋅ 𝐸 [𝑌 |𝜇 = 0]
(1 − 𝑆𝑒) ⋅ 𝜋 + (1 − 𝜋)

▶ This is not equal to 𝐸 [𝑌 |𝜇 = 0]!

9Note that this is also equal to 1 − 𝑝(𝜇 = 0|𝑚 = 0), so 1 − 𝑁𝑃𝑉.
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Consequences of ignoring the problem

▶ If you take the difference and simplify, you discover that the difference in
means estimates:

Δ̂ = (𝐸 [𝑌 |𝜇 = 1] − 𝐸 [𝑌 |𝜇 = 0]) (1 − 𝜋)
(1 − 𝑆𝑒)𝜋 + (1 − 𝜋)

▶ This only equals the true quantity of interest
𝐸 [𝑌 |𝜇 = 1] − 𝐸 [𝑌 |𝜇 = 0] if…

� 𝑆𝑒 = 1 (no measurement error)
� 𝜋 = 0 (no cases)

▶ Otherwise, there will be attenuation bias towards 0 versus the truth,
since the denominator (1 − 𝑆𝑒)𝜋 + (1 − 𝜋) increases as sensitivity
decreases.
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Fixing the problem?

▶ The preceding calculation was only with one-sided measurement error
(𝑆𝑝 = 1, 𝑆𝑒 ≠ 1)

� For the case where 𝑆𝑝 = 1, 𝑆𝑒 ≠ 1, just re-arrange the equation on the
previous slide to get

𝐸 [𝑌 |𝜇 = 1] − 𝐸 [𝑌 |𝜇 = 0] = Δ̂(1 − 𝑆𝑒)𝜋 + (1 − 𝜋)
(1 − 𝜋)

▶ This gives a solution for bias correcting the difference in means in this
specific case where we have one-sided measurement error

▶ It is more complicated (but not better) if there is error in both the 𝜇 = 0
and 𝜇 = 1 cases.

▶ However, this problem is solvable only if you know 𝑆𝑒 and/or 𝑆𝑝
(depending on the type of measurement error) and 𝜋.
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A more general solution

▶ You could also simply run a regression for 𝑌 where, instead of using the
binary 𝑚 ∈ 0, 1 as the explanatory variable, you use 𝑝(𝑚 = 1).

� In this instance, calculating 𝑝(𝑚 = 1) does not require knowing 𝑆𝑒
and/or 𝑆𝑝 and 𝜋.

▶ More generally:

� If you have used something like a logistic regression model as the basis of
your measurement strategy, you can just use the predicted probability
𝑝(𝑚 = 1) directly from that measurement model!

▶ Bottom line:

� If you can quantify the measurement uncertainty in a categorical variable,
you should use the probability classification rather than the point
prediction as your measure in subsequent analyses
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Summing up

▶ Sometimes, it makes sense to measure the concept of interest on a
nominal or ordinal scale

� This means that units are classified into categories instead of being placed on an
interval scale

▶ Supervised class measurement can be done by:

� Recoding scales into categories
� Specifiying the indicators and aggregation such that it yields classes
� Using training data with nominal/ordinal ‘gold-standard’ measurement

▶ Measurement error looks different when classifying stuff. We have:

� Accuracy & Total error rate
� Sensitivity & Specificity
� Positive predictive value & Negative predictive value

▶ Whenever your measurement method yields predicted probabilities, it
often makes sense to use those instead of the predicted class
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