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Design-based causal inference

• In week 2, we discussed the fundamental problem of causal
inference and saw why and how randomised experiments can
help us overcome the problem (for groups).

• However, researchers using observational data cannot rely on
randomization to solve the confounding problem.

• Last week, we saw that if, and only if, we can control for all
potential confounders, we can use multiple linear regression to
address the omitted variable bias problem in cross-sectional
data (selection on observables)

• Today, we will explore further designs that can help us make
causal claims using observational data.



Motivation Part 1

How does raising the minimum wage affect employment?

Is there a causal effect of raising the minimum wage on employment?
Card and Krueger (1994) explore this question by examining full-time
employment in fast-food restaurants in New Jersey (NJ) before and
after the minimum wage increased there in April 1992 (from $4.25 to
$5.05). The authors also collected data on employment in fast-food
restaurants in neighbouring eastern Pennsylvania (PA), which did not
have an increase in the minimum wage.

• Y (Outcome): fullProp
• Proportion of full time employees in a fast-food restaurant

• X (Treatment): increased minimum wage
• Increase in minimum wage in NJ fast-food restaurants in April

1992

https://davidcard.berkeley.edu/papers/njmin-aer.pdf


Causal inference with observational data

Researchers using observational data cannot rely on randomization
to solve the selection bias problem so they must employ alternative
designs.

A design helps us to estimate causal effects, if it allows us to
satisfy the key assumption of “unconfoundedness”:

That treatment and control groups are comparable with respect to
everything other than the treatment.

In the minimum wage example:

Question: What is the treatment group?

Answer: NJ fast-food restaurants after April 1992.

Question: How can we find a good comparison group?
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Which observations should we compare?

1. Cross-sectional approach: We could look at a cross-section
of fast-food restaurants in the period after the minimum-wage
increase in New Jersey and Pennsylvania.



Which observations should we compare?

1. Cross-sectional approach: We could look at a cross-section
of fast-food restaurants in the period after the minimum-wage
increase in New Jersey and Pennsylvania.

If we observe multiple units, such as restaurants, countries or indi-
viduals, at one point in time, we call this a cross-section.

chain location fullProp

wendys PA 0.000
burgerking PA 0.455
roys NJ 0.714
burgerking NJ 0.333



Which observations should we compare?

1. Cross-sectional approach: We could look at a cross-section
of fast-food restaurants in the period after the minimum-wage
increase in New Jersey and Pennsylvania.

• Y (Outcome): fullProp
• Proportion of full time employees in a fast-food restaurant

• X (Treatment): location
• Whether or not the fast-food restaurants was located in NJ

after April 1992



Which observations should we compare?

1. Cross-sectional approach: We could look at a cross-section
of fast-food restaurants in the period after the minimum-wage
increase in New Jersey and Pennsylvania.

# we could take the difference in the mean proportion of
# full time employment after the increase
mean(minwage_after$fullProp[minwage_after$location=="NJ"]) -
mean(minwage_after$fullProp[minwage_after$location=="PA"])

## [1] 0.04811886



Which observations should we compare?

1. Cross-sectional approach: We could look at a cross-section
of fast-food restaurants in the period after the minimum-wage
increase in New Jersey and Pennsylvania.

# we could regress outcome on whether
# or not fast-food restaurant is in NJ?
m1 <- lm(fullProp ~ location,

data = minwage_after)

# control for chain
m2 <- lm(fullProp ~ location + chain,

data = minwage_after)

##
## ===================================
## Model 1 Model 2
## -----------------------------------
## (Intercept) 0.27 *** 0.31 ***
## (0.03) (0.03)
## locationNJ 0.05 0.05
## (0.03) (0.03)
## chainkfc -0.04
## (0.04)
## chainroys -0.08 *
## (0.03)
## chainwendys -0.09 *
## (0.04)
## -----------------------------------
## R^2 0.01 0.03
## Adj. R^2 0.00 0.02
## Num. obs. 358 358
## ===================================
## *** p < 0.001; ** p < 0.01; * p < 0.05



What about unconfoundedness assumption?

Question: Are the treatment and control groups identical on
average in terms of all confounders?

Answer: Probably not! In addition to the fast-food chain, there
might be state-specific confounders, i.e., factors that affect both
the proportion of full time employees and a restaurant’s location.

• Or it could be that due to minimum wage law, some NJ
fast-food restaurants shut down and moved to PA.)

→ We need another strategy!

→ We might want to investigate whether NJ fast-food restaurants
decreased employment after April 1992 compared to before.
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Which observations should we compare?

2. Before-after approach: We could compare the same
fast-food restaurants in New Jersey before and after the
minimum-wage increase.

• Y (Outcome): fullProp
• Proportion of full time employees in a fast-food restaurant

• X (Treatment): time period
• Whether or not the proportion of full time employees is

measured before or after April 1992



Which observations should we compare?

2. Before-after approach: We could compare the same
fast-food restaurants in New Jersey before and after the
minimum-wage increase.

If we observe data from the same unit at multiple points in time, we
call this a time-series.

id chain location time fullProp

68 roys NJ Before 0.500
68 roys NJ After 0.714



Which observations should we compare?

2. Before-after approach: We could compare the same
fast-food restaurants in New Jersey before and after the
minimum-wage increase.

If we observe multiple units each at multiple points in in time, we
call this panel data.

id chain location time fullProp

68 roys NJ Before 0.500
68 roys NJ After 0.714
69 kfc NJ Before 0.556
69 kfc NJ After 0.190



Recap Cross-Sectional Data Notation

• In cross-sectional data, we denote each unit/observation with
the subscript 𝑖.

• For example, in a bivariate linear regression:1

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖 + 𝜖𝑖

where

• 𝑋𝑖 refers to the observation of variable 𝑋 for unit 𝑖
• 𝑌𝑖 refers to the observation of variable 𝑌 for unit 𝑖
• 𝜖𝑖 refers to the error term for unit 𝑖

1Note that 𝛽0 is another (common) way to denote the intercept other than 𝛼.



Panel Data Notation

• In panel data, we have multiple observations for each unit 𝑖.

• We need additional notation to refer to the time period of
each observation, so we use two subscripts instead of one.

• We still use the subscript 𝑖 to denote observations for each unit
• We add subscript 𝑡 to refer to observations at time period 𝑡

𝑌𝑖,𝑡 = 𝛽0 + 𝛽1𝑋𝑖,𝑡 + 𝜖𝑖,𝑡

where

• 𝑋𝑖,𝑡refers to the observation of variable 𝑋 for unit 𝑖 at time period 𝑡
• 𝑌𝑖,𝑡 refers to the observation of variable 𝑌 for unit 𝑖 at time period 𝑡
• 𝜖𝑖,𝑡 refers to the error term for unit 𝑖 at time period 𝑡
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Before and after designs

• Data: Many observations of treated units over time
• Approach: Difference in average outcomes before and after

treatment
• Advantage: Unit-specific confounding factors are held

constant



Before and after designs
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Before and after designs

Question: What are the assumptions required to identify the causal
effect of the treatment?

Assumption: No time varying confounding, e.g. no time trends



Before and after designs

Question: What are the assumptions required to identify the causal
effect of the treatment?

Assumption: No time varying confounding, e.g. no time trends



Before and after designs

0.
24

0.
28

0.
32

0.
36

period

A
vg

. p
ro

po
rt

io
n 

of
 fu

ll−
tim

e 
w

or
ke

rs

Before After

treatment
(NJ)

counterfactual
(NJ)

Average
causal effect

estimate



Before and after designs

Once again we can use the difference in means!

# Avg. proportion of full-time employees in NJ before the change
nj.before <- mean(minwage$fullProp[minwage$time=="Before" &

minwage$location=="NJ"])

# Avg. proportion of full-time employees in NJ after the change
nj.after <- mean(minwage$fullProp[minwage$time=="After" &

minwage$location=="NJ"])

# Estimate using before and after design
nj.change <- nj.after-nj.before
nj.change

## [1] 0.02387474



Before and after designs

… or regression. time indicates when employment was measured.

before.after.reg <- lm(fullProp~time,
data = minwage[minwage$location=="NJ",])

before.after.reg

##
## Call:
## lm(formula = fullProp ~ time, data = minwage[minwage$location ==
## "NJ", ])
##
## Coefficients:
## (Intercept) timeAfter
## 0.29653 0.02387

We find that the average proportion of full-time fast-food
employees in New Jersey increased by 0.02 (2 pp) after the
increase in minimum wage.
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Before and after design summary

Advantages:

• Accounts for time invariant confounders; i.e., holds
unit-specific features “constant” by comparing outcomes
within units over time

• Only requires data on treated units

Disadvantages:

• Requires assuming that nothing else other than the treatment
changed for treated units

• Requires data from multiple time points



What about unconfoundedness assumption?

Question: Are the treatment and control groups identical on
average in terms of everything except the treatment?

Answer: Probably not! There might be time variant confounding.

• For example, maybe employment was getting better over time
in New Jersey anyhow?

→ We need another strategy!

→ We might want to investigate whether fast food restaurants in
other states had similar trends in employment.
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Which observations should we compare?

3. Difference-in-differences approach: We could compare the
before-after employment difference in NJ fast food restaurants
with the before-after employment trend in PA fast food
restaurants.

• Data: Many observations of many units, some of which are
treated at some point in time

• Approach: Difference in average outcomes before and after
treatment for treated group, compared to same difference for
control group

• Advantage: Unit-specific confounders and (some)
time-variant confounders can be accounted for
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Difference-in-differences designs

Question: What are the assumptions required to identify the effect
of the treatment?

Assumption: No time and unit varying confounding/selection bias,
i.e. without treatment, treatment group outcome changes would
have mirrored those in control group (“parallel trends”)
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Difference in differences designs

We can take the difference between two difference in means.

# Avg. proportion of full-time employees in PA before the change
pa.before <- mean(minwage$fullProp[minwage$time=="Before" &

minwage$location=="PA"])

# Avg. proportion of full-time employees in PA after the change
pa.after <- mean(minwage$fullProp[minwage$time=="After" &

minwage$location=="PA"])

# The change in PA (We already calculated the change in NJ)
pa.change <- pa.after - pa.before

# Difference-in-differences estimate
diff.in.diff <- nj.change - pa.change
diff.in.diff

## [1] 0.06155831



Difference in differences via regression

There are several ways to calculate the difference-in-differences
estimate using a regression model.

We will do it the following way:

• Run a regression for 𝑌𝑖,𝑡 where we include observations for
each unit in both periods in the data set, and include

1. a dummy for time period;
2. a dummy for whether or not the unit receives the treatment at

𝑡1;
3. and their interaction.

• In this model, the coefficient on the interaction term is the
difference-in-differences estimate.
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Difference in differences via regression

# Fit a regression with time period, state, and their interaction
diff.in.diff.reg <- lm(fullProp~location*time, data = minwage)
diff.in.diff.reg

##
## Call:
## lm(formula = fullProp ~ location * time, data = minwage)
##
## Coefficients:
## (Intercept) locationNJ timeAfter
## 0.30997 -0.01344 -0.03768
## locationNJ:timeAfter
## 0.06156

Note that the interaction term estimate of 0.06 is the same as
above.



Difference in differences via regression

This gives the following regression equation:
̂𝑓𝑢𝑙𝑙𝑃𝑟𝑜𝑝𝑖,𝑡 = 0.31−0.01×𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖 −0.04×𝑡𝑖𝑚𝑒𝑡 +0.06×𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖 ×𝑡𝑖𝑚𝑒𝑡



Difference in differences via regression

This gives the following regression equation:
̂𝑓𝑢𝑙𝑙𝑃𝑟𝑜𝑝𝑖,𝑡 = 0.31−0.01×𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖 −0.04×𝑡𝑖𝑚𝑒𝑡 +0.06×𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖 ×𝑡𝑖𝑚𝑒𝑡

1. The intercept (0.31) is the average value of fullProp when
locationNJ = 0 and timeAfter = 0, i.e. in Pennsylvania, before
treatment occurs.

2. The first coefficient (-0.01) is the average difference in fullProp
between fast food restaurants in NJ and PA when timeAfter = 0,
i.e. before treatment occurs.

3. The second coefficient (-0.04) is the average difference in fullProp
between fast food restaurants before and after time of treatment
when locationNJ = 0, i.e. in Pennsylvania.

4. The third coefficient (0.06) is the average difference in the
before-after treatment change of fullProp between fast food
restaurants in NJ and PA.



Difference in differences via regression

This gives the following regression equation:
̂𝑓𝑢𝑙𝑙𝑃𝑟𝑜𝑝𝑖,𝑡 = 0.31−0.01×𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖 −0.04×𝑡𝑖𝑚𝑒𝑡 +0.06×𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖 ×𝑡𝑖𝑚𝑒𝑡

1. What is the average value of fullProp in Pennsylvania, before
treatment occurs, i.e. when locationNJ = 0 and timeAfter = 0?

• 0.31 − 0.01 × 0 − 0.04 × 0 + 0.06 × 0 × 0 = 0.31
2. What is the average value of fullProp in New Jersey, before

treatment occurs, i.e. when locationNJ = 1 and timeAfter = 0?

• 0.31 − 0.01 × 1 − 0.04 × 0 + 0.06 × 1 × 0 = 0.3



Difference in differences via regression

This gives the following regression equation:
̂𝑓𝑢𝑙𝑙𝑃𝑟𝑜𝑝𝑖,𝑡 = 0.31−0.01×𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖 −0.04×𝑡𝑖𝑚𝑒𝑡 +0.06×𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑖 ×𝑡𝑖𝑚𝑒𝑡

3. What is the average value of fullProp in New Jersey, before
treatment occurs, i.e. when locationNJ = 0 and timeAfter = 1?

• 0.31 − 0.01 × 0 − 0.04 × 1 + 0.06 × 0 × 1 = 0.27
4. What is the average value of fullProp in New Jersey, after

treatment occurs, i.e. when locationNJ = 1 and timeAfter = 1?

• 0.31 − 0.01 × 1 − 0.04 × 1 + 0.06 × 1 × 1 = 0.32



Difference in differences designs

Advantages:

• Holds unit-specific features “constant” by comparing outcomes
within units over time

• Removes confounding by shocks that are common to all units
(treatment and control)

• Does not assume that outcomes remain constant over time in the
absence of treatment

Disadvantages:

• Requires assuming that nothing else changed only for treated units
• E.g. Did other policies change affecting treated units at the

same time?
• Requires data from multiple time points and multiple types of units



Summarising our findings

• Using a before and after design, we estimate that the
minimum wage bump increased the proportion of full-time
employment in fast-food restaurants by 0.02, on average.

• Using a difference-in-differences design, we estimate that the
minimum wage bump increased the proportion of full-time
employment in fast-food restaurants by 0.06, on average.

• Our estimates suggest that raising the minimum wage in New
Jersey tended to increase full-time employment in fast-food
restaurants.



Fixed effects models with panel data



Which observations should we compare?

We might also be interested in the causal effect of treatments
beyond interventions like the minimum wage law that has a clear
“before” and “after” the intervention.

4. Panel data approach: We could use fixed effects models to
estimate causal effects using panel data.



Which observations should we compare?

We might also be interested in the causal effect of treatments
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4. Panel data approach: We could use fixed effects models to
estimate causal effects using panel data.



Motivation Part 2

Is there a “Resource Curse”?

Does the presence of natural resources affect the quality of
political institutions? Rentier capitalism on a systemic level may
be a curse: if states can extract rents from easily lootable
resources instead of taxing their people, they have no incentive to
create high quality political institutions – “no representation
without taxation”

• Y (Dependent variable): Institutional quality index
• X (Independent variable): Oil revenue (as a percentage of

GDP)



Data source

Observational data

We will study the resource curse with data from 58 countries
from 1996 to 2010. Dataset:

• Y (Outcome): institutions
• Institutional Quality index

• X (Treatment): oil
• Oil rents (% of GDP)

• country
• year
• aid - Foreign aid (% of GDP)
• gdp.capita - GDP per capita in US dollars
• polity2 - Polity IV index



“Pooled” data regression

How could we analyse such data using regression?

• If we fit a simple or multiple regression model to panel data,
without taking into account the time dimension, this is called
a “pooled model”

• We are “pooling” all the country-year observations together

institutions𝑖,𝑡 = 𝛽0 + 𝛽1oil𝑖,𝑡 + 𝜖𝑖,𝑡
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without taking into account the time dimension, this is called
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“Pooled” data regression

pooled_model <- lm(institutions ~ oil,
data = resource_curse)

##
## ========================
## Model 1
## ------------------------
## (Intercept) 0.106 **
## (0.034)
## oil -0.028 ***
## (0.003)
## ------------------------
## R^2 0.114
## Adj. R^2 0.113
## Num. obs. 682
## ========================
## *** p < 0.001; ** p < 0.01; * p < 0.05



“Pooled” data plot
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What about unconfoundedness assumption?

Lots of things might “confound” the relationship between oil and
institutional quality.

• That is, the observations with high oil revenues might be from
country-years that are different (in ways which affect
institution quality) from those with low oil revenues.

• We can add control variables to account for all potential
confounders, just as before: e.g., per capita income, whether
a country is a democracy, foreign aid, etc



“Pooled” data regression with control variables

pooled_model_2 <- lm(institutions ~ oil + log(gdp.capita)
+ polity2 + aid,
data = resource_curse)

##
## =========================================
## Model 1 Model 2
## -----------------------------------------
## (Intercept) 0.106 ** -3.356 ***
## (0.034) (0.099)
## oil -0.028 *** -0.015 ***
## (0.003) (0.002)
## log(gdp.capita) 0.403 ***
## (0.013)
## polity2 0.031 ***
## (0.003)
## aid 0.012 ***
## (0.003)
## -----------------------------------------
## R^2 0.114 0.744
## Adj. R^2 0.113 0.742
## Num. obs. 682 672
## =========================================



What about unconfoundedness assumption?

Question: Are we comparing observations that are identical on
average in terms of all confounders?

Answer: Probably not! There might be many other possible
confounding features of countries with more/less oil

• Differences in past institutional history
• Economic differences
• Cultural differences
• Etc

→ We already know how to control for confounding variables we can
measure…But what about those we cannot (easily) measure?

→ With panel data we can reduce problems of omitted variable bias in
observational data without observing all of the confounders – we can just
control for the unit!
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Unit fixed effects models

A model with “unit fixed effects” is a model to which we have
added dummy variables for every unit (country), except one.
By adding these to our model, we control for all differences
between countries that do not change over time.

• Recall that a coefficient on a dummy variable shifts the intercept
but does not affect the slope

• The intercept shift controls for all differences across countries at
one point in time

• It does not, however, control for any changes over time

• Unit fixed effects are sometimes also referred to as “individual” fixed
effects depending on the context

• Since our cross-sectional units are countries in the resource curse
dataset, we will refer to them as “country” fixed effects.
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The unit fixed effect model

We could write this up in this way:

𝑌𝑖,𝑡 = 𝛽0 + 𝛽1𝑋1𝑖,𝑡 + 𝛾2𝐶2𝑖 + 𝛾3𝐶3𝑖 + ⋯ + 𝛾𝑛𝐶𝑛𝑖 + 𝜖𝑖,𝑡

where

• 𝑌𝑖,𝑡 is institutional quality for country 𝑖 in year 𝑡
• 𝛽0 is the intercept
• 𝑋1𝑖,𝑡 is oil revenue for country 𝑖 in year 𝑡
• 𝛽1 is the coefficient estimate for oil revenue
• 𝛾𝑛 is the coefficient estimate for the binary variable that equals 1

when country 𝑖 = 𝑛.
• 𝐶𝑛 is the binary variable that equals 1 when country 𝑖 = 𝑛.
• 𝜖𝑖,𝑡 is the error term or residual for country 𝑖 in year 𝑡



The unit fixed effect model

However, rather than write out all the dummy variables, we define
the unit fixed effects model as follows:

𝑌𝑖,𝑡 = 𝛼𝑖 + 𝛽1𝑋1𝑖,𝑡 + 𝜖𝑖,𝑡

where

• 𝑌𝑖,𝑡 is institutional quality for country 𝑖 in year 𝑡
• 𝛼𝑖 = 𝛽0 + 𝛾𝑖 is the intercept for country 𝑖

• for country 1, the regression equation is 𝛽0 + 𝛽1𝑋1𝑖,𝑡
• for country 𝑖, it is 𝛽0 + 𝛾𝑖 + 𝛽1𝑋1𝑖,𝑡 – so 𝛼𝑖 = 𝛽0 + 𝛾𝑖

• 𝑋1𝑖,𝑡 is oil revenue for country 𝑖 in year 𝑡
• 𝛽1 is the coefficient estimate for oil revenue
• 𝜖𝑖,𝑡 is the error term or residual for country 𝑖 in year 𝑡



Unit fixed effects = Unit-specific dummies

We have already seen that we can incorporate information about
differences between (many) groups of observations by using
categorical variables

• In Week 5, the region variable was a categorical variable
with the German regions

• Instead of 16 regions, we have 58 countries in the resource
curse example

• We incorporate information about them (unit fixed effects) by
including a set of dummy variables for all countries (n-1
dummies)
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Unit-specific dummies

Example set of dummy variables for a categorical variable with
levels of Brazil, Argentina, and Colombia

𝐶𝑜𝑢𝑛𝑡𝑟𝑦 𝑌 𝑒𝑎𝑟 𝑋𝐵 𝑋𝐴 𝑋𝐶
Brazil 2006 1 0 0
Brazil 2007 1 0 0
Brazil 2008 1 0 0
Argentina 2006 0 1 0
Argentina 2007 0 1 0
Argentina 2008 0 1 0
Colombia 2006 0 0 1
Colombia 2007 0 0 1
Colombia 2008 0 0 1
⋮ ⋮ ⋮ ⋮ ⋮



Unit fixed effects models in R

It is possible to estimate a fixed effects model using lm()

• Simply add the categorical variable to the regression model
(as a factor variable):

country_fe_model <- lm(institutions ~ oil +
as.factor(country), # the unit FE
data = resource_curse)



Unit fixed effects models in R

summary(country_fe_model)

##
## Call:
## lm(formula = institutions ~ oil + as.factor(country), data = resource_curse)
##
## Residuals:
## Min 1Q Median 3Q Max
## -0.38818 -0.06665 -0.00369 0.06641 0.48773
##
## Coefficients:
## Estimate Std. Error t value
## (Intercept) -0.443459 0.034922 -12.698
## oil -0.002672 0.001487 -1.797
## as.factor(country)Argentina 0.247010 0.049443 4.996
## as.factor(country)Armenia 0.102673 0.049372 2.080
## as.factor(country)Australia 2.033781 0.049356 41.206
## as.factor(country)Azerbaijan -0.365574 0.063219 -5.783
## as.factor(country)Belarus -0.458276 0.049357 -9.285
## as.factor(country)Belgium 1.775695 0.049372 35.966
## as.factor(country)Benin 0.242399 0.049370 4.910
## as.factor(country)Bolivia 0.003854 0.049545 0.078
## as.factor(country)Brazil 0.452979 0.049366 9.176
## as.factor(country)Canada 2.079695 0.049364 42.130
## as.factor(country)Chile 1.585422 0.049370 32.113
## as.factor(country)China -0.083194 0.049367 -1.685
## as.factor(country)Colombia -0.070797 0.049533 -1.429
## as.factor(country)Cuba -0.178658 0.049357 -3.620
## as.factor(country)Cyprus 1.476645 0.049372 29.909
## as.factor(country)Dominican Republic 0.102127 0.049372 2.069
## as.factor(country)Ecuador -0.240851 0.051655 -4.663
## as.factor(country)Egypt, Arab Rep. -0.001453 0.050510 -0.029
## as.factor(country)El Salvador 0.232770 0.049372 4.715
## as.factor(country)Eritrea -0.606317 0.049372 -12.281
## as.factor(country)Estonia 1.389687 0.049367 28.150
## as.factor(country)Finland 2.331460 0.049372 47.223
## as.factor(country)Gabon 0.070287 0.066931 1.050
## as.factor(country)Ghana 0.381731 0.049370 7.732
## as.factor(country)Greece 1.127909 0.049371 22.845
## as.factor(country)Hungary 1.327197 0.049366 26.885
## as.factor(country)India 0.212742 0.049357 4.310
## as.factor(country)Iran, Islamic Rep. -0.409455 0.059745 -6.853
## as.factor(country)Iraq -0.873906 0.139174 -6.279
## as.factor(country)Israel 1.012811 0.049372 20.514
## as.factor(country)Italy 1.122651 0.049370 22.740
## as.factor(country)Jamaica 0.418571 0.049372 8.478
## as.factor(country)Japan 1.565387 0.049372 31.706
## as.factor(country)Jordan 0.445802 0.049372 9.030
## as.factor(country)Kenya -0.271024 0.049372 -5.489
## as.factor(country)Mexico 0.345652 0.049535 6.978
## as.factor(country)Namibia 0.739413 0.049372 14.976
## as.factor(country)Nicaragua -0.068523 0.049372 -1.388
## as.factor(country)Norway 2.160967 0.050317 42.947
## as.factor(country)Pakistan -0.516036 0.049356 -10.455
## as.factor(country)Panama 0.543717 0.049372 11.013
## as.factor(country)Papua New Guinea -0.187938 0.051030 -3.683
## as.factor(country)Peru 0.118750 0.049358 2.406
## as.factor(country)Poland 1.075391 0.049370 21.782
## as.factor(country)Qatar 0.916908 0.059166 15.497
## as.factor(country)Russian Federation -0.262754 0.051134 -5.139
## as.factor(country)Saudi Arabia 0.188193 0.075820 2.482
## as.factor(country)Senegal 0.229883 0.049372 4.656
## as.factor(country)Syrian Arab Republic -0.360930 0.061223 -5.895
## as.factor(country)Tunisia 0.395184 0.049494 7.984
## as.factor(country)Turkey 0.291081 0.049368 5.896
## as.factor(country)Turkmenistan -0.825642 0.054215 -15.229
## as.factor(country)Ukraine -0.145690 0.049357 -2.952
## as.factor(country)United States 1.753407 0.049362 35.521
## as.factor(country)Uzbekistan -0.889445 0.049361 -18.019
## as.factor(country)Venezuela, RB -0.488659 0.054145 -9.025
## as.factor(country)Yemen, Rep. -0.506883 0.066067 -7.672
## Pr(>|t|)
## (Intercept) < 0.0000000000000002 ***
## oil 0.072811 .
## as.factor(country)Argentina 0.00000076172976406 ***
## as.factor(country)Armenia 0.037970 *
## as.factor(country)Australia < 0.0000000000000002 ***
## as.factor(country)Azerbaijan 0.00000001163876557 ***
## as.factor(country)Belarus < 0.0000000000000002 ***
## as.factor(country)Belgium < 0.0000000000000002 ***
## as.factor(country)Benin 0.00000116588873145 ***
## as.factor(country)Bolivia 0.938019
## as.factor(country)Brazil < 0.0000000000000002 ***
## as.factor(country)Canada < 0.0000000000000002 ***
## as.factor(country)Chile < 0.0000000000000002 ***
## as.factor(country)China 0.092450 .
## as.factor(country)Colombia 0.153423
## as.factor(country)Cuba 0.000319 ***
## as.factor(country)Cyprus < 0.0000000000000002 ***
## as.factor(country)Dominican Republic 0.039001 *
## as.factor(country)Ecuador 0.00000382058958187 ***
## as.factor(country)Egypt, Arab Rep. 0.977064
## as.factor(country)El Salvador 0.00000298975254023 ***
## as.factor(country)Eritrea < 0.0000000000000002 ***
## as.factor(country)Estonia < 0.0000000000000002 ***
## as.factor(country)Finland < 0.0000000000000002 ***
## as.factor(country)Gabon 0.294062
## as.factor(country)Ghana 0.00000000000004267 ***
## as.factor(country)Greece < 0.0000000000000002 ***
## as.factor(country)Hungary < 0.0000000000000002 ***
## as.factor(country)India 0.00001894987361667 ***
## as.factor(country)Iran, Islamic Rep. 0.00000000001737675 ***
## as.factor(country)Iraq 0.00000000063833311 ***
## as.factor(country)Israel < 0.0000000000000002 ***
## as.factor(country)Italy < 0.0000000000000002 ***
## as.factor(country)Jamaica < 0.0000000000000002 ***
## as.factor(country)Japan < 0.0000000000000002 ***
## as.factor(country)Jordan < 0.0000000000000002 ***
## as.factor(country)Kenya 0.00000005873938721 ***
## as.factor(country)Mexico 0.00000000000768284 ***
## as.factor(country)Namibia < 0.0000000000000002 ***
## as.factor(country)Nicaragua 0.165664
## as.factor(country)Norway < 0.0000000000000002 ***
## as.factor(country)Pakistan < 0.0000000000000002 ***
## as.factor(country)Panama < 0.0000000000000002 ***
## as.factor(country)Papua New Guinea 0.000251 ***
## as.factor(country)Peru 0.016423 *
## as.factor(country)Poland < 0.0000000000000002 ***
## as.factor(country)Qatar < 0.0000000000000002 ***
## as.factor(country)Russian Federation 0.00000037095605197 ***
## as.factor(country)Saudi Arabia 0.013324 *
## as.factor(country)Senegal 0.00000393905957204 ***
## as.factor(country)Syrian Arab Republic 0.00000000612947313 ***
## as.factor(country)Tunisia 0.00000000000000682 ***
## as.factor(country)Turkey 0.00000000610296093 ***
## as.factor(country)Turkmenistan < 0.0000000000000002 ***
## as.factor(country)Ukraine 0.003278 **
## as.factor(country)United States < 0.0000000000000002 ***
## as.factor(country)Uzbekistan < 0.0000000000000002 ***
## as.factor(country)Venezuela, RB < 0.0000000000000002 ***
## as.factor(country)Yemen, Rep. 0.00000000000006543 ***
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##
## Residual standard error: 0.1209 on 623 degrees of freedom
## (178 observations deleted due to missingness)
## Multiple R-squared: 0.9805, Adjusted R-squared: 0.9786
## F-statistic: 538.9 on 58 and 623 DF, p-value: < 0.00000000000000022



Unit fixed effects models in R

# If you don't want to see the country fixed effects
# in your output
screenreg(country_fe_model,

custom.coef.map = list("(Intercept)"="Intercept",
"oil"="Oil"))

##
## =====================
## Model 1
## ---------------------
## Intercept -0.44 ***
## (0.03)
## Oil -0.00
## (0.00)
## ---------------------
## R^2 0.98
## Adj. R^2 0.98
## Num. obs. 682
## =====================
## *** p < 0.001; ** p < 0.01; * p < 0.05



Unit fixed effects models in R

• We can interpret the coefficient estimates using the same logic as
before, remembering that we are now also holding country
constant.

• Note that the intercept in the Country FE model is the expected
value of 𝑌 for the baseline country with oil rent being 0% of GDP.

##
## ==================================================
## Pooled Pooled Country FE
## --------------------------------------------------
## Intercept 0.106 ** -3.356 *** -0.443 ***
## (0.034) (0.099) (0.035)
## Oil -0.028 *** -0.015 *** -0.003
## (0.003) (0.002) (0.001)
## Log(GDP pc) 0.403 ***
## (0.013)
## Polity IV 0.031 ***
## (0.003)
## Aid 0.012 ***
## (0.003)
## --------------------------------------------------
## R^2 0.114 0.744 0.980
## Adj. R^2 0.113 0.742 0.979
## Num. obs. 682 672 682
## ==================================================



What does it mean to hold country constant?

• The country fixed effects represent the constant 𝛼𝑖 for each country.
This means that each country’s regression line has the same slope
and is parallel to all others.

• For Argentina, the constant 𝛼𝐴𝑅𝐺 of -0.2 is the level of
institutional quality when all 𝑋 variables are 0, compared to an
𝛼𝐵𝑅𝐴 of 0.01 for Brazil.

• In other words, we are using variation in oil and institutions
over time within countries to estimate the effect of oil revenue (as
% of GDP) on institutional quality.

• See this GIF for a visualisation of what unit fixed effects do

• The absolute level of the fixed effects becomes difficult and less
meaningful as we add more variables to the model (analogous to the
intercept), but the differences across units can provide useful
information.

https://twitter.com/nickchk/status/1068215498653892608


Fitted values from a fixed effect model
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What do country fixed effects control for?

• Fixed effects control for any constant features of countries.
• Colonial heritage (mostly)
• Weather / climate (mostly)
• Culture (mostly)
• Wealth (not exactly)

• Over longer time periods, it is less likely that potential
confounders remain truly constant.

• If an unobserved confounder only remains mostly constant,
fixed effects control for much of its potential for confounding
but not all



Unit fixed effects model

Advantages

• Allows us to control for all “time invariant” (ie constant over
time) confounders

• This is particularly important in the case of variables which are
difficult or impossible to observe.

Disadvantages

• In exchange for this, we have changed what it is that we are
estimating

• No longer comparing different countries.
• We are looking for “within country” relationships between 𝑋

and 𝑌 over time.



What about unconfoundedness assumption?

Question: Are we comparing observations that are identical on
average in terms of all confounders?

Answer: Probably not! There might be many other possible
confounding features of times when oil rents are higher/lower.

• Global oil price shocks
• Conflict
• Etc

→ If only there was a way to control for time-variant omitted
variables in observational data without observing all of the
confounders…

→ With panel data there is! We can just control for the time.
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Time fixed effects

• The country fixed effects model in the resource curse example
prevents omitted variable bias from variables that, within
countries, do not change over time

• However, panel data also allows us to control for omitted
variable bias from variables that change over time across all
countries

• For example, the global oil price affects all countries, and could
confound the relationship between oil revenues and institution
quality.

• Time fixed effects control for any common shocks that affect
all countries at the same time2

2Remember the intuition behind diff-in-diff design.



The time fixed effect model

Rather than write out all the dummy variables, we define the time
fixed effects model as follows:

𝑌𝑖,𝑡 = 𝛿𝑡 + 𝛽1𝑋1𝑖,𝑡 + 𝜖𝑖,𝑡

where

• 𝑌𝑖,𝑡 is institutional quality for country 𝑖 in year 𝑡
• 𝑋1𝑖,𝑡 is oil revenue for country 𝑖 in year 𝑡
• 𝛿𝑡 is the intercept for time 𝑡
• 𝛽1 is the coefficient estimate for oil revenue
• 𝜖𝑖,𝑡 is the error term or residual for country 𝑖 in year 𝑡



Time fixed effects model in R

Estimating time fixed effects in R is just as straightforward as
estimating unit fixed effects.

time_fe_model <- lm( institutions ~ oil +
as.factor(year), # the time FE

data = resource_curse
)

The only difference to the unit fixed effects model is that we now
control for year since we are interested in time fixed effects.



Time fixed effects models in R

summary(time_fe_model)

##
## Call:
## lm(formula = institutions ~ oil + as.factor(year), data = resource_curse)
##
## Residuals:
## Min 1Q Median 3Q Max
## -1.6598 -0.5339 -0.2172 0.5678 1.8682
##
## Coefficients:
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) 0.1252002 0.1048933 1.194 0.233
## oil -0.0282864 0.0030299 -9.336 <0.0000000000000002 ***
## as.factor(year)1998 -0.0755021 0.1471882 -0.513 0.608
## as.factor(year)2000 0.0555346 0.1470753 0.378 0.706
## as.factor(year)2002 -0.0280016 0.1469693 -0.191 0.849
## as.factor(year)2003 -0.0221837 0.1469729 -0.151 0.880
## as.factor(year)2004 -0.0100149 0.1470042 -0.068 0.946
## as.factor(year)2005 0.0004953 0.1471453 0.003 0.997
## as.factor(year)2006 0.0080277 0.1471435 0.055 0.957
## as.factor(year)2007 -0.0127961 0.1470345 -0.087 0.931
## as.factor(year)2008 0.0219421 0.1477033 0.149 0.882
## as.factor(year)2009 -0.0814036 0.1476628 -0.551 0.582
## as.factor(year)2010 -0.0632487 0.1469731 -0.430 0.667
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##
## Residual standard error: 0.7846 on 669 degrees of freedom
## (178 observations deleted due to missingness)
## Multiple R-squared: 0.1161, Adjusted R-squared: 0.1002
## F-statistic: 7.322 on 12 and 669 DF, p-value: 0.000000000001024



Time fixed effects models in R

# If you don't want to see the time fixed effects
# in your output
screenreg(time_fe_model,

custom.coef.map = list("(Intercept)"="Intercept",
"oil"="Oil"))

##
## =====================
## Model 1
## ---------------------
## Intercept 0.13
## (0.10)
## Oil -0.03 ***
## (0.00)
## ---------------------
## R^2 0.12
## Adj. R^2 0.10
## Num. obs. 682
## =====================
## *** p < 0.001; ** p < 0.01; * p < 0.05



Time fixed effects models in R

• We can interpret the coefficient estimates using the same logic as
before, remembering that we are now holding year constant.

• The time fixed effects model yields an estimate for the oil variable
that is very similar to the pooled model

##
## ===============================================================
## Pooled Pooled Country FE Time FE
## ---------------------------------------------------------------
## Intercept 0.106 ** -3.356 *** -0.443 *** 0.125
## (0.034) (0.099) (0.035) (0.105)
## Oil -0.028 *** -0.015 *** -0.003 -0.028 ***
## (0.003) (0.002) (0.001) (0.003)
## Log(GDP pc) 0.403 ***
## (0.013)
## Polity IV 0.031 ***
## (0.003)
## Aid 0.012 ***
## (0.003)
## ---------------------------------------------------------------
## R^2 0.114 0.744 0.980 0.116
## Adj. R^2 0.113 0.742 0.979 0.100
## Num. obs. 682 672 682 682
## ===============================================================



What does it mean to hold time constant?

• The time fixed effects mean that the regression lines for each
year have the same slope and are parallel to each other.

• In other words, we are using variation in oil and
institutions across countries, within the same year to
estimate the effect of oil revenue (as % of GDP) on
institutional quality.

• The absolute level of the fixed effect becomes difficult and less
meaningful as we add more variables to the model, but the
differences across years can provide useful information.



What do time fixed effects control for?

• Fixed effects control for any features of years that are
constant across countries:

• Oil price shocks (mostly)
• Weather / climate (mostly)
• Culture (mostly)
• Wealth (not exactly)

• Across a more diverse set of countries, it is less likely that
potential confounders are truly constant.

• If an unobserved confounder is only mostly constant across
units, fixed effects control for much of its potential for
confounding but not all



Time fixed effects model

Advantages

• Allows us to control for all “time variant” confounders that
affect all units (also called “unit invariant”)

• This is particularly important in the case of time variant
variables which are difficult or impossible to observe.

Disadvantages

• In exchange for this, we have changed what it is that we are
estimating

• No longer comparing different years
• We are looking for “within year” relationships between 𝑋 and

𝑌 across countries.



What about unconfoundedness assumption?

Question: Are we comparing observations that are identical on
average in terms of all confounders?

Answer: Probably not! There might be many other possible
confounding features of countries with more/less oil.

→ If only we could employ unit and time fixed effects at the same
time!
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Two-way fixed effects

• In some applications we can use unit and time fixed effects at
the same time.

• This model is sometimes referred to as the two-way fixed
effects model.

• When we include both sets of fixed effects, we rule out
omitted variable bias that comes from:

• factors that do not vary within country over time and
• factors that vary over time across countries



The two-way fixed effect model

We define the two-way fixed effects model as follows:

𝑌𝑖,𝑡 = 𝛼𝑖 + 𝛿𝑡 + 𝛽1𝑋1𝑖,𝑡 + 𝜖𝑖,𝑡

where

• 𝑌𝑖,𝑡 is institutional quality for country 𝑖 in year 𝑡
• 𝑋1𝑖,𝑡 is oil revenue for country 𝑖 in year 𝑡
• 𝛼𝑖 is the intercept for country 𝑖
• 𝛿𝑡 is the intercept for time 𝑡
• 𝛽1 is the coefficient estimate for oil revenue
• 𝜖𝑖,𝑡 is the error term or residual for country 𝑖 in year 𝑡



Two-way fixed effects models in R

twoway_fe_model <- lm( institutions ~ oil +
as.factor(country) + # the unit FE
as.factor(year), # the time FE

data = resource_curse
)



Two-way fixed effects models in R

summary(twoway_fe_model)

##
## Call:
## lm(formula = institutions ~ oil + as.factor(country) + as.factor(year),
## data = resource_curse)
##
## Residuals:
## Min 1Q Median 3Q Max
## -0.42456 -0.06482 0.00200 0.06699 0.45720
##
## Coefficients:
## Estimate Std. Error t value
## (Intercept) -0.408568 0.037613 -10.862
## oil -0.001730 0.001648 -1.049
## as.factor(country)Argentina 0.245153 0.048805 5.023
## as.factor(country)Armenia 0.103465 0.048717 2.124
## as.factor(country)Australia 2.033903 0.048698 41.766
## as.factor(country)Azerbaijan -0.390617 0.065489 -5.965
## as.factor(country)Belarus -0.458492 0.048699 -9.415
## as.factor(country)Belgium 1.776487 0.048717 36.466
## as.factor(country)Benin 0.243157 0.048715 4.991
## as.factor(country)Bolivia 0.001113 0.048933 0.023
## as.factor(country)Brazil 0.452353 0.048709 9.287
## as.factor(country)Canada 2.079136 0.048707 42.687
## as.factor(country)Chile 1.586184 0.048715 32.560
## as.factor(country)China -0.083861 0.048711 -1.722
## as.factor(country)Colombia -0.073448 0.048917 -1.501
## as.factor(country)Cuba -0.178894 0.048699 -3.673
## as.factor(country)Cyprus 1.477436 0.048717 30.327
## as.factor(country)Dominican Republic 0.102919 0.048717 2.113
## as.factor(country)Ecuador -0.250511 0.051543 -4.860
## as.factor(country)Egypt, Arab Rep. -0.008257 0.050129 -0.165
## as.factor(country)El Salvador 0.233561 0.048717 4.794
## as.factor(country)Eritrea -0.605526 0.048717 -12.430
## as.factor(country)Estonia 1.390347 0.048711 28.543
## as.factor(country)Finland 2.332251 0.048717 47.874
## as.factor(country)Gabon 0.041630 0.069873 0.596
## as.factor(country)Ghana 0.382485 0.048715 7.851
## as.factor(country)Greece 1.128691 0.048716 23.169
## as.factor(country)Hungary 1.327825 0.048710 27.260
## as.factor(country)India 0.212520 0.048699 4.364
## as.factor(country)Iran, Islamic Rep. -0.430797 0.061351 -7.022
## as.factor(country)Iraq -0.883415 0.141896 -6.226
## as.factor(country)Israel 1.013602 0.048717 20.806
## as.factor(country)Italy 1.123391 0.048714 23.061
## as.factor(country)Jamaica 0.419362 0.048717 8.608
## as.factor(country)Japan 1.566177 0.048717 32.149
## as.factor(country)Jordan 0.446591 0.048717 9.167
## as.factor(country)Kenya -0.270232 0.048717 -5.547
## as.factor(country)Mexico 0.342983 0.048920 7.011
## as.factor(country)Namibia 0.740204 0.048717 15.194
## as.factor(country)Nicaragua -0.067731 0.048717 -1.390
## as.factor(country)Norway 2.154763 0.049891 43.189
## as.factor(country)Pakistan -0.515939 0.048697 -10.595
## as.factor(country)Panama 0.544508 0.048717 11.177
## as.factor(country)Papua New Guinea -0.196156 0.050773 -3.863
## as.factor(country)Peru 0.118470 0.048700 2.433
## as.factor(country)Poland 1.076145 0.048715 22.091
## as.factor(country)Qatar 0.896225 0.060657 14.775
## as.factor(country)Russian Federation -0.271227 0.050901 -5.329
## as.factor(country)Saudi Arabia 0.151708 0.080257 1.890
## as.factor(country)Senegal 0.230674 0.048717 4.735
## as.factor(country)Syrian Arab Republic -0.386391 0.062257 -6.206
## as.factor(country)Tunisia 0.392841 0.048869 8.039
## as.factor(country)Turkey 0.291787 0.048713 5.990
## as.factor(country)Turkmenistan -0.839863 0.054678 -15.360
## as.factor(country)Ukraine -0.145491 0.048698 -2.988
## as.factor(country)United States 1.753914 0.048705 36.011
## as.factor(country)Uzbekistan -0.889919 0.048704 -18.272
## as.factor(country)Venezuela, RB -0.502772 0.054593 -9.209
## as.factor(country)Yemen, Rep. -0.534723 0.068856 -7.766
## as.factor(year)1998 -0.005161 0.022766 -0.227
## as.factor(year)2000 0.006583 0.022549 0.292
## as.factor(year)2002 -0.027249 0.022344 -1.220
## as.factor(year)2003 -0.031323 0.022351 -1.401
## as.factor(year)2004 -0.038100 0.022412 -1.700
## as.factor(year)2005 -0.062576 0.022684 -2.759
## as.factor(year)2006 -0.054723 0.022681 -2.413
## as.factor(year)2007 -0.051186 0.022470 -2.278
## as.factor(year)2008 -0.034706 0.022667 -1.531
## as.factor(year)2009 -0.065884 0.022497 -2.929
## as.factor(year)2010 -0.063866 0.022454 -2.844
## Pr(>|t|)
## (Intercept) < 0.0000000000000002 ***
## oil 0.294406
## as.factor(country)Argentina 0.0000006681364106 ***
## as.factor(country)Armenia 0.034087 *
## as.factor(country)Australia < 0.0000000000000002 ***
## as.factor(country)Azerbaijan 0.0000000041477996 ***
## as.factor(country)Belarus < 0.0000000000000002 ***
## as.factor(country)Belgium < 0.0000000000000002 ***
## as.factor(country)Benin 0.0000007824757549 ***
## as.factor(country)Bolivia 0.981867
## as.factor(country)Brazil < 0.0000000000000002 ***
## as.factor(country)Canada < 0.0000000000000002 ***
## as.factor(country)Chile < 0.0000000000000002 ***
## as.factor(country)China 0.085648 .
## as.factor(country)Colombia 0.133749
## as.factor(country)Cuba 0.000260 ***
## as.factor(country)Cyprus < 0.0000000000000002 ***
## as.factor(country)Dominican Republic 0.035040 *
## as.factor(country)Ecuador 0.0000014920843435 ***
## as.factor(country)Egypt, Arab Rep. 0.869225
## as.factor(country)El Salvador 0.0000020522141408 ***
## as.factor(country)Eritrea < 0.0000000000000002 ***
## as.factor(country)Estonia < 0.0000000000000002 ***
## as.factor(country)Finland < 0.0000000000000002 ***
## as.factor(country)Gabon 0.551538
## as.factor(country)Ghana 0.0000000000000185 ***
## as.factor(country)Greece < 0.0000000000000002 ***
## as.factor(country)Hungary < 0.0000000000000002 ***
## as.factor(country)India 0.0000149914004177 ***
## as.factor(country)Iran, Islamic Rep. 0.0000000000058415 ***
## as.factor(country)Iraq 0.0000000008900467 ***
## as.factor(country)Israel < 0.0000000000000002 ***
## as.factor(country)Italy < 0.0000000000000002 ***
## as.factor(country)Jamaica < 0.0000000000000002 ***
## as.factor(country)Japan < 0.0000000000000002 ***
## as.factor(country)Jordan < 0.0000000000000002 ***
## as.factor(country)Kenya 0.0000000432873194 ***
## as.factor(country)Mexico 0.0000000000062724 ***
## as.factor(country)Namibia < 0.0000000000000002 ***
## as.factor(country)Nicaragua 0.164940
## as.factor(country)Norway < 0.0000000000000002 ***
## as.factor(country)Pakistan < 0.0000000000000002 ***
## as.factor(country)Panama < 0.0000000000000002 ***
## as.factor(country)Papua New Guinea 0.000124 ***
## as.factor(country)Peru 0.015274 *
## as.factor(country)Poland < 0.0000000000000002 ***
## as.factor(country)Qatar < 0.0000000000000002 ***
## as.factor(country)Russian Federation 0.0000001393702001 ***
## as.factor(country)Saudi Arabia 0.059194 .
## as.factor(country)Senegal 0.0000027244513948 ***
## as.factor(country)Syrian Arab Republic 0.0000000009996521 ***
## as.factor(country)Tunisia 0.0000000000000047 ***
## as.factor(country)Turkey 0.0000000035816782 ***
## as.factor(country)Turkmenistan < 0.0000000000000002 ***
## as.factor(country)Ukraine 0.002924 **
## as.factor(country)United States < 0.0000000000000002 ***
## as.factor(country)Uzbekistan < 0.0000000000000002 ***
## as.factor(country)Venezuela, RB < 0.0000000000000002 ***
## as.factor(country)Yemen, Rep. 0.0000000000000343 ***
## as.factor(year)1998 0.820735
## as.factor(year)2000 0.770423
## as.factor(year)2002 0.223116
## as.factor(year)2003 0.161597
## as.factor(year)2004 0.089634 .
## as.factor(year)2005 0.005978 **
## as.factor(year)2006 0.016125 *
## as.factor(year)2007 0.023075 *
## as.factor(year)2008 0.126249
## as.factor(year)2009 0.003532 **
## as.factor(year)2010 0.004600 **
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
##
## Residual standard error: 0.1193 on 612 degrees of freedom
## (178 observations deleted due to missingness)
## Multiple R-squared: 0.9813, Adjusted R-squared: 0.9792
## F-statistic: 465.7 on 69 and 612 DF, p-value: < 0.00000000000000022



Two-way fixed effects models in R

# If you don't want to see the fixed effects
# in your output
screenreg(twoway_fe_model,

custom.coef.map = list("(Intercept)"="Intercept",
"oil"="Oil"), digits=3)

##
## ======================
## Model 1
## ----------------------
## Intercept -0.409 ***
## (0.038)
## Oil -0.002
## (0.002)
## ----------------------
## R^2 0.981
## Adj. R^2 0.979
## Num. obs. 682
## ======================
## *** p < 0.001; ** p < 0.01; * p < 0.05



Two-way fixed effects models in R

We can interpret the coefficient estimates using the same logic as
before, remembering that we are now holding year and country
constant.

##
## =============================================================
## Pooled Country FE Time FE Twoway FE
## -------------------------------------------------------------
## Intercept 0.106 ** -0.443 *** 0.125 -0.409 ***
## (0.034) (0.035) (0.105) (0.038)
## Oil -0.028 *** -0.003 -0.028 *** -0.002
## (0.003) (0.001) (0.003) (0.002)
## -------------------------------------------------------------
## R^2 0.114 0.980 0.116 0.981
## Adj. R^2 0.113 0.979 0.100 0.979
## Num. obs. 682 682 682 682
## =============================================================



Two-way fixed effects in R

Question: What is the interpretation of the intercept in the
different models?



What does it mean to hold time and unit constant?

• The time fixed effects mean that the regression lines for each
year have the same slope and are parallel to each other.

• The unit fixed effects mean that the regression lines for each
country have the same slope and are parallel to each other.

• In other words, we are simultaneously adjusting for
time-specific and unit-specific unobserved confounders.

• The absolute level of the fixed effects becomes difficult and
less meaningful as we add more variables to the model, but
the differences across years and countries can still provide
useful information.



What does it mean to hold time and unit constant?

• Two-way FE models control for absolute trends: country and
year averages

• In other words, fixed effects de-mean (subtract the average
of) the 𝑋 and 𝑌 variables

• The remaining variation, which we try to explain using an
explanatory variable (e.g. oil), are relative deviations: how
countries differ from their own baseline and from the global
trend

• The coefficient on the explanatory variable measures the
average relationship between 𝑋 and 𝑌 across all such relative
(within-country, over-time) deviations in the data



Two-way fixed effects model

Advantages

• Allows us to control for all “time variant” confounders that affect all
countries and “time invariant” country-specific confounders at the
same time

• This helps us to account for many potential confounders

Disadvantages

• In exchange for this, we have changed once again what it is that we
are estimating

• We are looking for “within country” relationships between 𝑋
and 𝑌 , while accounting for time-specific global shocks

• The ability to adjust for unobserved confounding relies upon the
assumption of linear additive effects (you can read more here Imai
and In Song, 2020)

https://web.mit.edu/insong/www/pdf/FEmatch-twoway.pdf
https://web.mit.edu/insong/www/pdf/FEmatch-twoway.pdf


What about unconfoundedness assumption?

Question: Are we comparing observations that are identical on
average in terms of all confounders?

Answer: It depends, we might!
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Summary of what we learned by using fixed effects

• Institution quality is quite “sticky”
• Very little within-country variation in 𝑌

• The apparent effect of oil revenue on institution quality
mostly disappeared when controlling for country. This tells us
that the relationship in the pooled model…

• …mostly resulted from a tendency for countries with
consistently higher oil revenues to also have lower institutional
quality.

• …mostly did not reflect a tendency for countries with changing
oil revenues to have much change in their institutional quality.

• Not much evidence that time shocks (eg global oil prices) are
important in this particular application.



Conclusion



Observational research designs

1. Cross-sectional designs
• Compare outcomes for treated and control units, possibly

adjusting for pre-treatment characteristics

2. Before and after designs
• Compare outcomes before and after treatment for treated units

using over-time data

3. Difference-in-differences designs
• Compare outcomes before and after treatment for treated

units, and compare to the same change over time for control
units

4. Panel data designs
• Compare outcomes over time and across units



Regression and causality

When can we interpret a regression coefficient causally?
1. Randomized experiments: Coefficient on a binary treatment is

estimate of the average treatment effect
2. Observational studies: We can only interpret coefficients causally

when we have controlled for all confounders as additional X
variables

3. Before and after design: Assuming no time-varying confounding,
you can estimate the average causal effect by taking the difference
of the mean values of the outcome before and after the treatment.

4. Difference in differences designs: Assuming parallel trends between
control and treated groups for the latter in the absence of
treatment, you can estimate the average causal effect by taking the
difference of the mean change in the treated and control groups.

5. Panel data designs: Assuming no time and unit varying
confounders, you can focus on within-unit variation in treatment
and outcome with unit and time fixed effects



Seminar

In seminars this week, you will …

1. …calculate difference-in-differences.
2. …learn how to make nice plots.
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